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Data-Driven Decision-Making Literature Support Summary 

DATA-DRIVEN DECISION-MAKING 
LITERATURE SUPPORT SUMMARY  

I. Definition of the Element 
Data-driven decision making (DDDM) refers to the systematic collection and use of data to guide policy and 

practice (Lockton et al., 2019; Mandinach, 2012; Pak & Desimone, 2019; Schelling & Rubenstein, 2021). Work in 

DDDM has been focused primarily on K-12 settings (Piety, 2019), but examples can be found at all levels of 

education (Mandinach, 2012). Data has entered education as a tool for accountability, but negative 

consequences of this approach have been recognized over time to point the way towards a more cooperative 

conception of data.  

Genesis of DDDM in Education (the Pitfalls of Using Data) 

The push for educational reform was revived in the K-12 setting as a response to national panic about falling 

behind in educational achievement (Gardner, 1983). A major legislative response to this report came almost 20 

years later—the U.S. Elementary and Secondary Education Act of 2001 (“No Child Left Behind” [NCLB]), 
thrusting data into the forefront of educational reform efforts (Pak & Desimone, 2019; Piety, 2019). Data was to 

be used as the main tool for accountability (Braaten et al., 2017; Lockton et al., 2019; Piety, 2019; Schelling & 

Rubenstein, 2021). While NCLB was replaced by the Every Student Succeeds Act (ESSA) in 2015, granting more 

flexibility to states regarding specific requirements, data-driven accountability continues to be relevant in 

education (Haslip & Gullo, 2018).  

The underlying assumption was that teachers will do a bad job unless thoroughly monitored and controlled, a 

fairly old notion in education management circles (Callahan, 1962). The federal government was to do the 

controlling with the help from state education agencies, which the law provided with funding (Urban et al., 

2019). The philosophy behind NCLB is that mimicking business enterprises’ approach to management was 

going to solve the problem of US education falling behind its peers on the world stage (Au, 2011; Ryan, 2004). 
Unfortunately, the management science the law was inspired by was dated and did not age well (Au, 2011; 

Callahan, 1962; Rebitzer & Taylor, 2011; Taylor, 1919 ). Many of the precepts of those management practices 

have since been challenged (Benabou & Tirole, 2003; Benabou & Tirole, 2006; Rebitzer & Taylor, 2011).  

It has been theorized (Holmstrom & Milgrom, 1991) and documented empirically (Braaten et al., 2017) that focus 

on assessment restricts the process of instruction to what can be tested (teaching to the test). Critical thinking 
and the ability to formulate hypotheses are aspects of learning that suffer as a result. There is reason to worry 

that the factory-like approach to education is coming for pre-K (Bassok et al., 2016; Zigler & Bishop-Josef, 2004). 

It may have made sense to train children to become factory robots in 1911; however, in 2021 there are actual 

robots to do that sort of work. Rather than tying educators’ hands with never-ending summative assessments, 

modern labor economics research shows that giving them more autonomy and support would result in higher 

productivity (Ariely et al., 2009; Benabou & Tirole, 2003; Rebitzer & Taylor, 2011).  
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Goal of DDDM in Pre-K (the Right Way to use Data) 

Still, something good came out of the discussion surrounding NCLB, Race to the Top, and ESSA. Data can be a 

force for good (Bryk et al., 2015; Lockton et al., 2019; Schelling & Rubenstein, 2021). However, rather than using 
it for accountability out of distrust for educators’ hard work, choking educators’ intrinsic motivation in the 

process, it should be used for continuous quality improvement (Bryk et al, 2015; Lockton et al., 2019; Schelling & 

Rubenstein, 2021). What’s the difference? CQI assumes that educators want to improve, but they want to lead 

the process, utilizing their own experience, rather than being told what to do by a bureaucrat who never set foot 

in the classroom. Continuous quality improvement was born as an effort to empower teachers rather than 
control them. In CQI, data is not used to hold someone accountable but to provide support, promote network 

learning communities, and give teachers the tools and insights they need to improve on their teaching journey. 

Pre-K was spared this drive for accountability and has embraced the drive for improvement (Zigler & Styfco, 

2010). Improvement is all about intrinsic motivation, and accountability is all about extrinsic motivation. 

Extrinsic motivation has been linked to decreases in job satisfaction and productivity. This is why rather than 
collecting summative assessment data in early learning, formative assessment data is collected instead 

(Firestone & Gonzalez, 2007; Little et al., 2019). The state teams should continue to avoid the pitfalls of data 

(drive for accountability) and leverage its strengths (drive for improvement). Still, while many pre-K programs 

are developing integrated data systems to house program quality, formative assessment, and other sorts of 
data, these are used more often for administrative/compliance purposes rather than DDDM, resulting in a failure 

to leverage them to their full potential because of quality or linkage issues (Little et al., 2019).  

The Price of Failure—Staff Reform Fatigue 

Fixsen et al. (2015) note that innovations in the human service sector often elicit fear of an uncertain future and 

a tendency to protect status quo within the organizations in which they are attempted. Given the record of 
failure compounded by the failure to learn from that failure, this does not appear to be an example of irrational 

intransigence, but rather a rational fear of upsetting the status quo with an ill-conceived reform effort—a 

situation much more common than not (Braaten et al., 2017; Lockton et al., 2019; Pak & Desimone, 2019; 

Schelling & Rubenstein, 2021). This implies that planning well and following the guidelines of improvement and 

implementation science and using a tool such as the IDM to define success, monitor progress, and provide 
transparency to stakeholders is required to prevent the ECE community from losing the support and faith of its 

frontline workforce. Given how poorly paid the ECE workforce is, faith in the cause of ECE is a major currency. 

Every time we fail in reform, not because the failure was impossible to anticipate but because we did not put in 

place the infrastructure to learn from failure and gradually improve our practice, we chip away at the goodwill 

the ECE community and the public at large has for the project that started with Perry Preschool, Abecedarian, 

and Head Start. There is substantial goodwill for ECE; however, this goodwill should not be taken for granted. 

The How of DDDM—the RPP, Improvement Science, and Implementation Science 

State teams have two options when it comes to DDDM—build an in-house research team or contract with 

outside researchers.  

DDDM’s chief challenge is that it requires analysts and decision-makers to work together. Analysts know how to 
answer questions decision-makers may be interested in, but do not always know what are the most urgent 

questions facing decision-makers operating state pre-K programs. Decision-makers, for their part, do not 

always know which questions could be answered by data and which cannot. Finally, if the infrastructure is not 

in place by the time decision-makers are asking a question, an answer using data cannot be produced on time—
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advance planning for infrastructure is essential. Data must exist, and data collection processes need to be in 

place. The right data needs to be collected in the right way at the right frequency. This capacity is rarely 

available to state early learning agencies. Creating a research-practice partnership where decision-makers and 
researchers work together has been proposed as a solution (Coburn & Penuel, 2016; Henrick et al., 2017). 

Researchers are interested in having access to administrative data collected by early learning agencies, while 

early learning agencies are sitting atop data they do not know what to do with, because they lack the 

specialized personnel. Hence, this matching has the potential to provide major benefits to both parties. For 

such a partnership to work well, both sides need to understand each other’s needs. Researchers are interested 
in publishing original research, while early learning agencies are interested in improving practice. Both are 

interested in strong research designs, because the stronger the research design, the more the insight gained 

from data actually applies to the original question posed. Researchers care about originality, while practitioners 

do not. Still, arrangements can be made whereby researchers are allowed to publish some of the analysis in 

return for providing insights locked in the data. 

If the state teams decide to navigate the challenges of DDDM on their own, it is recommended that they build up 

a capacity for improvement and implementation science practices within their agency. Improvement science 

tells us how to tinker around the edges of an existing system in a productive way, while implementation science 

tells us how to scale a complete system once it has been improved to satisfaction through the aforementioned 
improvement science tinkering (more information on implementation and improvement science can be found 

in Appendix B).  

The DDDM Element focuses on infrastructure indicators. Equitable infrastructure indicators focus on state 

systems, policies, and practices that support high-quality pre-K. The infrastructure indicators are labeled as 

policy (e.g., established in policy and statewide standards), supports (e.g., dedicated resources), and data (e.g., 
data collection standards and protocols and data use).   We have conceptualized the findings in the literature 

into the following DDDM indicators focused on infrastructure: 

Indicator 1: Program Quality Assessment  

State requires programs to conduct program level assessments using reliable and valid measurements to 

inform program level continuous quality improvement (CQI). Assessments include evaluating the quality of the 
following six conditions: 

● Supports for dual language learners and inclusion and individualizing for children with developmental 

delays and disabilities 

● Classroom environments 

● Teacher-child interactions 

● Curriculum implementation 

● Family engagement practices 

● Child outcomes (e.g., kindergarten readiness) 
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Indicator 2: Data-Driven Decision-Making Implementation 

State engages in DDDM to ensure high quality teaching, equitable access for children and families, equitable PD 

for early childhood educators, and positive child outcomes. The state’s DDDM efforts include these six 
conditions:  

● Supporting programs to set annual (or more frequent) goals towards improving teaching and learning, 

equitable access, and child outcomes  

● Monitoring programs’ progress towards those goals by collecting multiple types of data including 

student data (e.g., enrollment, attendance, assessments), classroom observations of teaching quality, 

and early childhood educators, leaders, coaches, and family surveys 

● Disaggregating and analyzing data by targeted populations 

● Using data for improvement of policies, and supports (e.g., funding, PD, training etc.) to programs 

● Supporting program leaders, early childhood educators, and other stakeholders to analyze their own 

data and create or modify their professional learning goals and action plans 

● Improving data collection, and data analysis processes 

Indicator 3: QRIS 
State has a standardized quality rating and improvement system (QRIS) to assess program quality, or the 

system meets the following four conditions: 

● System includes on-site program quality assessments at least once every two or three years. 

● State system is differentiated so that programs rated lower in quality or with previous policy violations 

receive more frequent on-site program quality assessment visits. 

● On-site visits include classroom observations by trained and reliable observers. Observers use research-

based, valid, and reliable tools to measure quality. Observations include a focus on teacher-child 

interactions and instructional quality. 

● The QRIS is inclusive and aligned across multiple early learning systems, including state pre-K, private, 

and other early learning programs (e.g., family childcare programs, childcare centers). Private programs 

must be rated at a high level to have state pre-K classrooms or slots. 

Indicator 4: Access to Multiple Data 

State ensures access to various kinds of data on all six of the following areas: 

● Learning and development assessment data, student attendance data, including information on 

suspensions/expulsions 

● Data on the qualifications and diversity of the ECE workforce 

● Data on professional development for ECE providers, including job-embedded professional learning 

(JEPL) data 

● Classroom quality data 
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● Curriculum fidelity data 

● Data on family engagement efforts and early childhood educators interaction and collaboration with 

parents 

Indicator 5: Access to High-Quality Data 

State has formal processes for determining the relevancy and quality (i.e., reliable and valid) of data collected at 

the student or classroom level. These processes have been applied to all of the state's current data and data are 

being aggregated to the state level to use for CQI. 

Indicator 6: Data Linkages 

To make informed decisions, state has the infrastructure and data analytic capacity to connect different types 

of data to capture a full picture of the pre-K system and meets the following three conditions: 

● Links student data to specific classrooms 

● System can put program data in the context of community data (e.g., demographics, family 

characteristics, and health) 

● System connects professional learning data with teaching quality and child assessment data 

Indicator 7: Central Data Management System  

State has a centralized data aggregation, linking and management system. Data management system meets the 

following four conditions: 

● State collects data at all appropriate levels including classroom, program, district, and state level. 

● State can link information across programs to account for all children served across various funding 

streams (e.g., childcare subsidy, HeadStart, Section 619 - IDEA). 

● State data system collects specific demographic data including race, ethnicity, geography, socio-

economic status, DLL status, and special needs status. 

● State system collects and tracks longitudinal data on students to determine efficacy of pre-K efforts and 

collaborates with the K-12 system to ensure common usable data. 

Indicator 8: Data Use 
State conducts regular analysis and reporting for data collected and the system meets the following four 

conditions: 

● Student data are analyzed by critical subgroups (e.g., race, ethnicity, income, DLL, and children with 

developmental delays and disabilities). 

● System includes the analysis of trends in the data over time and relationships between key variables. 

Data are used by leaders to inform decision making about policies, funding, and other supports.  

● Collaboration with key stakeholders to interpret data, identify key issues, and gain input on plans for 

improvement. 



 
 

Data-Driven Decision-Making Literature Support Summary 6 

● Identification of districts, programs, or schools that have improved and processes for others to learn 

from their success. 

Indicator 9: DDDM to Improve Equity  

State teams have access to data on all populations (children, early childhood educators, and parents) that are 

part of the pre-K system. State keeps track of equity differences in quality and achievement across identified 

subgroups and takes steps to eliminate those differences by disaggregating data in meaningful ways, such as by 

race, income, language or other important traits that historically predict inequalities in outcome.  

The state’s efforts to understand and address inequity include these five components: 

● Ongoing data collection  

● Engaging in active discussions that surface issues of inequity for targeted populations  

● Action planning and implementation - creating action plans and following through with implementation  

● Planning to assess and refine implementation 

● Amending policies and practices that address these issues 

II. DDDM Literature Process Overview and Summary 
To understand the existing literature support and identify the literature gaps and limitations for each of the IDM 

indicators, we conducted a systematic literature search and checked with experts for relevant sources to 

support the various indicators of DDDM. More details of the general review process conducted across all 
elements can be found in the IDM Evidence Review Document. For the DDDM Element, 11 key phrases were 

identified and explored. Out of these initial phrases, nine key phrases retrieved relevant results. The list of all 

sources that yielded relevant results based on the nine key phrases and expert recommendations, along with 

two key phrases that did not yield relevant results, can be found in Appendix A.   

Once the literature search for the DDDM Element was completed, we reviewed the quantity and rigor of the 
literature supporting each indicator and computed what we termed the Literature Support Index (LSI). The LSI 

is calculated for each indicator based on seven components: 

1. 1. at least three peer-reviewed articles; 

2. 2. at least one study with no more than two limitations; 

3. 3. at least one study at national or state level; 

4. 4. at least one study that uses experimental or quasi-experimental design; 

5. 5. at least two studies that use representative sampling; 

6. 6. support from at least one national research organization; and 

7. 7. support from at least one national policy organization. 

The LSI is expressed as a percentage of the above seven criteria that are satisfied for a particular indicator. For 

more information about the rationale for the LSI and how it is calculated can be found in the IDM Evidence 

Review Document Figure 1 summarizes the LSI for the DDDM Element indicators. 

https://upk-improvement.org/downloads/IDM-evidence-and-reference-process.pdf
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Figure 1 

Overall Summary of DDDM Literature Support Index 

 

Below, we present figures describing the rigor and quantity of literature supporting each indicator, the 
publication types and research designs, and the child outcomes examined. In subsequent sections, we delve 

into each indicator in detail. 

  



 
 

Data-Driven Decision-Making Literature Support Summary 8 

While Figure 1 combines aspects of both rigor of the literature as well as quantity supporting each indicator, 

Figure 2 represents solely the quantity of evidence for each indicator. Figure 2 shows that DDDM indicators 2, 3, 

4, and 6 are supported by a larger number of sources than the rest of the indicators. We hope that this type of 
analysis can help state teams understand where there are gaps in research and potential directions for future 

studies (DDDM1 and DDDM5 are under-researched topics for example, hence ripe for the state teams’ own 

research-practice partnership efforts).  

Figure 2 

DDDM Quantity of Evidence by Indicator 
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To understand more about the nature of the literature that supports the Element, Figure 3 lists the types of 

publications used as evidence for it. The majority of the sources are articles from peer reviewed journals (45). 

These are the sources with the highest quality, conducted by researchers and reviewed by other researchers.   

Figure 3 

DDDM Evidence by Publication Type 
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In addition to types of publications, Figure 4 summarizes the research design used in the sources supporting the 

DDDM Element. The most common type of research designs represented in the DDDM literature scan (12) 

involved a pre-post study, a very common research design in the education research literature. Experimental 

studies and literature reviews were the second most common research designs (10). 

Figure 4 

DDDM Summary of Research Design 
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Figure 5 

DDDM Child Outcomes Studies Examined 

 

Figure 5 shows that most studies in the DDDM Element were not connected directly to child outcomes. Linking 

DDDM issues to child outcomes presents quite the logistical challenges in terms of data collection, linkage, 

scale, etc., and these numbers reflect those challenges. To the extent that studies were able to overcome these 

challenges, they focused on cognitive (16) and social emotional (7) outcomes. 
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III. Summary of DDDM Literature Supporting Indicators: 

Current Practices and Challenges 

Data-Driven Decision-Making 

Infrastructure Indicators (state level) 

Data Collection Requirements 

Indicator 1: Program Quality Assessment  

State requires programs to conduct program level assessments using reliable and valid measurements 

to inform program level continuous quality improvement (CQI). Assessments include evaluating the 

quality of the following six conditions: 

● Supports for dual language learners and inclusion and individualizing for children with 

developmental delays and disabilities 

● Classroom environments 

● Teacher-child interactions 

● Curriculum implementation 

● Family engagement practices 

● Child outcomes (e.g. kindergarten readiness) 

Indicator 2: Data-Driven Decision-Making Implementation 

State engages in DDDM to ensure high quality teaching, equitable access for children and families, 

equitable PD for early childhood educators, and positive child outcomes. The state’s DDDM efforts 

include these six conditions:  

● Supporting programs to set annual (or more frequent) goals towards improving teaching and 

learning, equitable access, and child outcomes  

● Monitoring programs’ progress towards those goals by collecting multiple types of data including 

student data (e.g., enrollment, attendance, assessments), classroom observations of teaching 

quality, and early childhood educators, leaders, coaches, and family surveys 

● Disaggregating and analyzing data by targeted populations 

● Using data for improvement of policies, and supports (e.g. funding, PD, training etc.) to programs 

● Supporting program leaders, early childhood educators, and other stakeholders to analyze their 

own data and create or modify their professional learning goals and action plans 

● Improving data collection, and data analysis processes 
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Data-Driven Decision-Making 

Infrastructure Indicators (state level) 

Data Collection Requirements 

Indicator 3: QRIS 

State has a standardized quality rating and improvement system (QRIS) to assess program quality, or the 

system meets the following four conditions: 

● System includes on-site program quality assessments at least once every two or three years 

● State system is differentiated so that programs rated lower in quality or with previous policy 

violations receive more frequent on-site program quality assessment visits. 

● On-site visits include classroom observations by trained and reliable observers. Observers use 

research-based, valid, and reliable tools to measure quality.  Observations include a focus on 

teacher-child interactions and instructional quality. 

The QRIS is inclusive and aligned across multiple early learning systems, including state pre-K, 

private, and other early learning programs (e.g., family childcare programs, childcare centers). 

Private programs must be rated at a high level to have state pre-K classrooms or slots. 

Program quality assessments are often used for continuous quality improvement. Bassok and Galdo (2016) 

highlight the increased importance of understanding overall program quality and which children have access to 

high-quality programs. Measures of quality are generally categorized as either measuring structural quality or 

the quality of the classroom process. Structural measures include staff–child ratios, class size, full- versus half-
day operation, and teacher credentials. Process quality, or how learning is happening, focuses on teacher–child 

interactions (Bassok & Galdo, 2016). In 2019, of 62 state-funded preschool programs surveyed (in 44 states and 

Washington, DC), 39 used data from CQI for program improvement (Friedman-Krauss et al., 2020).  

One example of a program quality assessment instrument is the widely used Classroom Assessment Scoring 

System© (CLASS). CLASS was developed to rate the quality of classroom interactional processes, namely how 
teachers are supporting children’s academic and social development (Hamre et al., 2009). The three domains of 

interaction assessed by CLASS are Emotional Support, Classroom Organization, and Instructional Support. Each 

of these three includes several dimensions (Hamre et al., 2009). CLASS is used in every Head Start program, and 

it is a required or optional component of many state QRISs (Bassok & Galdo, 2016). Other common instruments 

for program evaluation in ECE include: Early Childhood Environmental Rating Scale Revised Edition (ECERS-R), 
Early Childhood Classroom Observation Measure (ECCOM), Early Language and Literacy Classroom Observation 

Tool (ELLCO), Infant Toddler Environment Rating Scale Revised Edition (ITERS-R), School Age Care Environment 

Rating Scale (SACERS), Supports for Early Literacy Assessment (SELA), and National Institute for Early Education 

Research (NIEER; Slentz, 2008).  

CQI (continuous quality improvement) is the iterative process of using data to create conditions in which there 
can be continuous changes over time to improve and grow programs in a way that is intentional and systematic 

(BUILD Initiative, 2017; Tout et al., 2015). CQI has been gaining traction in the field of QRIS because of the focus 

on using data to make decisions about quality improvement priorities, and on developing the capacity for 
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ongoing assessment and improvements (Tout et al., 2015). For example, Hallam et al. (2019) demonstrates the 

importance of a QRIS by examining the quality of family child care programs in Delaware that participated in a 

QRIS. The authors compare family child care providers who participated in a project providing supplemental 
quality improvement supports (Stars Plus) with family child care providers who participated in QRIS but did not 

receive the supplemental supports. Results from this study show that within their sample of providers, those 

who received Stars Plus were 1.8 times more likely to improve their program quality and move up a star level, 

compared to providers who participated in the QRIS but did not receive Stars Plus. In conclusion, Hallam et al. 

(2019) reinforces the importance of state QRIS by demonstrating significant program quality improvement for 

providers who participated in a tailored QRIS. 

The use of CQI to promote a culture of using data for goal-setting and improvements is a newer part of QRIS 

(Elicker & Ruprecht, 2019). While data may be a valuable tool to inform early childhood policy, it must be 

collected and used correctly. School leaders play a valuable role in facilitating strong “cultures of data use” 

(Cohen-Vogel & Harrison, 2013; Little et al., 2019). Existing research found that schools with strong cultures of 
data use have leaders who work to promote an atmosphere of learning and emphasize continuous 

improvement (Cohen-Vogel & Harrison, 2013; Firestone & Gonzalez, 2007; Little et al., 2019; Stein et al., 2013). To 

support cultures of data use, leaders should assess teachers’ capacity for data use and plan how to build 

supporting structures for it (Schelling & Rubenstein, 2021).  

Beyond QRIS, pre-K settings are data-rich environments that often have informal data collection through 

developmental screening tools and formative assessments systems (Little et al., 2019). The authors also found 

that engagement with and use of these data for instructional purposes varies across programs and educators, 

and recommend that studies of program quality are necessary if states want to achieve the goal of all students 

having equitable access to quality programs. 

Research indicates that clear, specific goals and a clearly articulated theory of change are important 

determinants for whether a quality improvement initiative will succeed (Tout et al., 2015). Boller et al. (2014) 

catalogues intervention approaches to quality improvement (QI), emphasizing accountability systems and 

commitment of resources for educating the field and parents about program quality data. Lahti et al. (2015) 

provides a framework for maintaining high-quality CQI standards and processes, using two recent QRIS 
validation studies as examples to illustrate how actual QRIS systems measure up to this framework. Zellman 

and Fiene (2012) introduce their own framework, using QRIS systems in Indiana and Maine as examples. Their 

framework consists of four approaches, which include relating what ratings mean for children’s development. 

Although there has been limited research on CQI in ECE, there is agreement in the field that it is crucial (Tout et 

al., 2015). 

Program quality assessments are often used for continuous quality improvements. As mentioned previously 

under DDDM Indicator 1, it is increasingly important to the ECE field to understand overall program quality and 

which children have access to high-quality programs (Bassok & Galdo, 2016). As outlined above, measures of 

quality are generally categorized as either measuring structural quality or the quality of the classroom process.  

An emphasis in ECE policy on quality, especially process quality, has led to the growth of Quality Rating and 
Improvement Systems (QRIS) in many states (Connors & Morris, 2015; Soderberg et al., 2016). QRISs often 

endeavor to both raise the quality of programs in their states and to make information on the quality of 

different programs available to families (Connors & Morris, 2015; Soderberg et al., 2016). Programs are rated on 

QRIS by a set of factors. This generally includes structural features, classroom observations, and other 
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measures, such as use of curriculum and engagement with families (Vitiello et al., 2018). Because QRIS is fairly 

recent, it has not been implemented at scale in many states (Vitiello et al., 2018). Currently, QRIS vary widely 

across states where they have been implemented. Tout et al. (2015) argue that while QRIS should be 
standardized, it must also be flexible and adaptable to individual program needs. In order to standardize QRIS, 

stable funding is needed (Tout et al., 2015). Connors and Morris (2015) note that variation in state QRIS does 

offer the opportunity to compare different approaches to quality improvement. 

Evaluating quality improvement in QRIS is a fairly recent undertaking. Limitations of the research literature on 

quality improvement include study designs and methods that are not conducive to looking at one specific part 
of a quality improvement initiative (Tout et al., 2015). While some research indicates that QRIS can have a 

meaningful impact on program quality, as described below, Vitiello and colleagues (2018) emphasize that this 

only happens if QRIS is consistent with our knowledge of child development.  

Jeon and Buettner (2015) demonstrate the importance of QRIS through its impact on child outcomes. The 

authors examined the associations between QRIS, a statewide government-funded early childhood care and 
education policy incorporating structural quality of child care programs, and children’s cognitive skills. The 

study found that children in the highest level of QRIS ranking demonstrated better cognitive skills, consisting of 

receptive vocabulary, phonological awareness, and mathematical skills. Additionally, participating in the QRIS 

moderated a negative association between family socioeconomic risk and children’s cognitive skills. These 
results indicate that policymakers may expect positive returns on QRIS investments with regards to children’s 

early cognitive development (Jeon & Buettner, 2015). As another example, Sabol and Pianta (2015) indicate 

associations between QRIS and child outcomes in their study focused on Virginia’s QRIS. Specifically, children in 

programs with higher ratings had more growth in literacy skills during their preschool year compared to 

children in lower-rated pre-K programs. This study sheds light on the potential of QRIS to identify programs 
falling behind on quality. Programs so identified can then be further probed to understand the reasons behind 

the quality deficit and offer additional support, PD, or training. On the other hand, results from Hong et al. 

(2015) were inconclusive regarding a link between QRIS and child outcomes. 

Looking to the future of using statewide QRIS to evaluate impact, Goodvin and Hansen (2019) describe the 

planned evaluation of the impact of Early Achievers, Washington state’s QRIS program, by the Washington State 
Institute for Public Policy (WSIPP). According to the authors, this evaluation is positioned to be the most 

rigorous study to date of the impact of QRIS on child outcomes (Goodvin & Hansen, 2019). 
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Data Driven Decision Making 

Infrastructure Indicators (state level) 

Access to Data (multiple and high-quality data) 

Indicator 4: Access to Multiple Data 

State ensures access to various kinds of data on all six of the following areas: 

● Learning and development assessment data, student attendance data, including information on 

suspensions/expulsions 

● Data on the qualifications and diversity of the ECE workforce 

● Data on professional development for ECE providers, including job-embedded professional 

learning (JEPL) data 

● Classroom quality data 

● Curriculum fidelity data 

● Data on family engagement efforts and early childhood educators interaction and collaboration 

with parents 

Indicator 5: Access to High-Quality Data 

State has formal processes for determining the relevancy and quality (i.e., reliable and valid) of data 

collected at the student or classroom level. These processes have been applied to all of the state's 

current data and data are being aggregated to the state level to use for CQI.  

Access to multiple data helps paint a more comprehensive picture of the workings of a pre-K program (Landry, 

2009; Stein et al., 2013). Stein et al. (2013) collected “teacher surveys that asked for ratings of a child’s readiness 
at grade entry and exit as well as level of parent participation, grades, type of school attended, and 

standardized assessments” (p. 25) (quantitative data). Qualitative data in the form of parent interviews and 

focus groups were collected. By cross-referencing all these different datasets, they were able to identify key 

challenges families faced in their transitions. Educare was able to paint a more comprehensive picture of the 

challenges families encounter in their transitions from pre-K to kindergarten, form hypotheses about their 
causes, incorporate a response into their programming, and by continuing to collect data, also examine the 

efficacy of this response. 

The early learning field does not have a strong culture of data quality (Zweig et al., 2015). The push for a strong 

culture of data quality in education comes mostly from the federal government and private philanthropic 

organizations (National Center on Program Management and Fiscal Operations [NCPMFO], 2020; Urban et al., 
2019; Zigler & Styfco, 2010). Hence, the only standards of high-quality data have been defined by the federal 

government in its push to implement the No Child Left Behind Act, the Race to the Top Act, the Every Student 

Succeeds Act, and the Improving Head Start for School Readiness Act of 2007 legislation (NCPMFO, 2020; Urban 

et al., 2019; U.S. Department of Education [US DOE], 2006). The DOE and DHHS standards are in line with the 

high-quality data concepts considered in other fields, such as medicine (Richesson & Krischer, 2007). 
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Research-practice partnerships (RPPs) offer a way for states to obtain access to researchers who are 

knowledgeable about aspects of high-quality data without having to hire their own teams (Henrick et al., 2017). 

Interviewing members of three types of RPPs, including research alliances, design research partnerships, and 
networked improvement communities (NICs), Henrick et al. (2017) suggest that high-quality data comes from 

research that is methodologically thorough while also being relevant and applicable for both practitioners and 

policymakers. The Office of Head Start criteria for high-quality data (i.e., relevance, timeliness, accuracy, 

completeness, validity, and reliability) is also recommended for this DDDM indicator. The report notes that RPP 

research should be practical and comprehensive to include multiple perspectives from researchers, 

practitioners, and stakeholders. 

Examples of Benefits of High-Quality Data 

A great example of high-quality data being put to work in service to families is a study by Buzhardt et al. (2011) 

involving the use of a web-based support system called MOD (Making Online Decisions) within a home-visit 

intervention. The MOD is a clinical decision-making support system (CDSS) for home visitors, designed to 
support evidence-based practices. Similar to CDSSs successfully employed in the medical field, the MOD was 

integrated with an online data system and the activities of home visitors. The authors put forth that the MOD 

can be an answer to a number of challenges in utilizing DDDM in early childhood settings, and provides a system 

to bring together different elements of evidence-based practice to guide decision making. This study checks 

multiple of the above criteria regarding high-quality data.  

Setodji et al. (2018) is another excellent example of the kind of insights that high-quality data can reveal. Their 

findings suggest that while there has been a growing trend of states using ECERS–R to make important 

decisions, ECERS-R may only reliably show associations with children’s outcomes within certain score  ranges or 

subscales. Their work would not have succeeded if it were not for their using a valid and reliable tool (ECERS-R).  

Data Driven Decision Making 

Infrastructure Indicators (state level) 
Data Management 

Indicator 6: Data Linkages 

To make informed decisions, state has the infrastructure and data analytic capacity to connect different 

types of data to capture a full picture of the pre-K system and meets the following three conditions: 

● Links student data to specific classrooms 

● System can put program data in the context of community data (e.g., demographics, family 

characteristics, and health) 

● System connects professional learning data with teaching quality and child assessment data 

Indicator 7: Central Data Management System  

State has a centralized data aggregation, linking and management system. Data management system 

meets the following four conditions: 
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Data Driven Decision Making 

Infrastructure Indicators (state level) 

Data Management 

● State collects data at all appropriate levels including classroom, program, district, and state 

level. 

● State can link information across programs to account for all children served across various 

funding streams (e.g., childcare subsidy, HeadStart, Section 619 - IDEA). 

● State data system collects specific demographic data including race, ethnicity, geography, socio-

economic status, DLL status, and special needs status. 

● State system collects and tracks longitudinal data on students to determine efficacy of pre-K 

efforts and collaborates with K-12 system to ensure common usable data. 

Indicator 8: Data Use 

State conducts regular analysis and reporting for data collected and the system meets the following four 

conditions: 

● Student data are analyzed by critical subgroups (e.g., race, ethnicity, income, DLL, and children 

with developmental delays and disabilities). 

● System includes the analysis of trends in the data over time and relationships between key 

variables. Data are used by leaders to inform decision making about policies, funding, and other 

supports. 

● Collaboration with key stakeholders to interpret data, identify key issues, and gain input on plans 

for improvement. 

● Identification of districts, programs, or schools that have improved and processes for others to 

learn from their success. 

According to King et al. (2018), at the time of publication, only 22 states currently linked child-level data to a 

comprehensive understanding of early childhood education in their state.  

Regarding data linkages, another study (King et al., 2018) showed 22 states link child-level data with program-

level data and focus on a comprehensive understanding of early learning. 

In contrast to the child-level data, states were less likely to link workforce-level data with program-level data in 

the 2018 report (King et al., 2018). 

There is a focus in the literature around formal processes for each state to collect data. 

For the organization of data collecting, there were fewer defined data governance bodies conducting early 

childhood education related data work in 2018 than in 2013, which decreased from 32 to 22. Furthermore, in 

2018, fewer states had a data governance body as compared with 2013 (King et al., 2018). 
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Integrated Data Systems (IDS) are promising mechanisms for analyzing complex patterns of information across 

systems (Limlingan et al., 2015). Already, many IDS have been utilized in research that requires linked data. In 

one example from the K-12 level, researchers working with Pittsburgh Public Schools used an IDS to find a link 
between a number of students who were struggling academically and use of social service providers, such as 

child welfare and homeless services. 

State-level decision making needs to be supported by state-level data collection and analysis. The needs for 

state-level data collection and analysis are myriad, including state-representativeness of the data being 

analyzed, the need to collect cross-system data to perform cross-system analysis, a need for a large sample to 
achieve sufficient statistical power to be able to perform a conclusive analysis, or the need to perform complex 

analyses that require trained researchers. Formative assessment is an example of data collection and use that 

can happen entirely at the classroom level. This is the most effective DDDM cycle, since the data collector, data 

analyst, and policy maker are the same person—the educator themself. This person also intimately knows the 

subject for which the data provide information—the child. Unfortunately, not all processes can be analyzed in 

such a simple manner.  

There are two kinds of questions data can answer (Hsu, 2005). One is in general: “What is?” What is the state of 

quality? What is the state of children’s learning? Questions like these are the easiest to answer (even though to 

obtain answers representative of all communities in the state, a proper sampling methodology is still required). 
The second type of question involves a mechanism of action such as: “Under what conditions is PD an effective 

way to improve teacher–child interactions?” Research designs to address this type of question generally fall into 

two categories—using administrative data or organizing a new data collection with a specific research question 

in mind. When using administrative data, one is forced to use data that are by definition not the best data for 

answering a given research question (since data was collected for administrative rather than research 
purposes). In such a scenario, one is limited as to the types of research designs this type of data allows: 

nonequivalent groups, post-test only, pre- and-post-test, propensity score matching, or regression discontinuity 

design (Riley-Ayers et al., 2011). Data collected with the express intention of answering a specific research 

question will by definition be much better suited to answering that question and will allow researchers to rule 

out alternative explanations for the conclusions reached (experimental design, sampling designs to understand 

descriptive statistics of subjects in a population from a sample of individuals).  

The following are examples of ways states can utilize data to answer specific questions to inform decision 

making. Le et al. (2015) is an example of both using a sophisticated analysis that requires trained research staff 

and using a type of analysis that requires a lot of data. The authors used nonlinear modeling (i.e., splines; 

generalized additive model [GAM]) to explore which range of quality on ECERS-R and other quality measures 
from Colorado’s QRIS were associated with improvement in child outcomes. This is an important question, as 

ECERS-R is a widely used quality tool, and state efforts to improve quality need to be guided by what constitutes 

a reasonable goal in improvement as measured by this tool. Threshold analysis such as Le et al. (2015) can 

provide an answer to that question. However, since GAM is designed to find possibly different associations 

between ECERS-R and child outcomes along the range of ECERS-R, it requires a great deal of data covering the 
whole range (i.e., larger range of scores and standard deviation), a condition that tends to be difficult to satisfy, 

absent of having access to data from the whole state. Another study discussed the relationship between ECERS-

R data and child outcomes (Setodji et al., 2018). Results indicate that "once classrooms achieved a score of 3.4 

on the overall ECERS-R composite score, there was a leveling off effect, such that no additional improvements 

to children's social, cognitive, or language outcomes were observed" (Setodji et al., 2018, p. 1).  The study 
yielded the result that ECERS-R has limitations for medium ratings in detecting factors associated with child 
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outcomes. This initial variation in results from research studies indicates that more research is needed to 

establish whether these thresholds really exist in general and where they tend to be found.  

An example of an analysis that is statewide by intent is Reid et al. (2019). The authors found significant variation 
in classroom quality by program setting using data from NYC's UPK program. While this study focused on one 

city-wide program, variations in quality caused by systemic obstacles, such as a divided governance structure 

and a lack of administrative cohesion, are faced by many other state-funded pre-K programs. This sort of 

analysis sheds light on how administrative organization of programs could stand in the way of quality 

improvement. States need to monitor program quality across settings to ensure all families are getting services 

at the intended quality level.  

Klawiter and Sheng (2019) provide an example of an analysis that requires statewide data to provide 

representative understanding of the situation across the state. The authors conducted a systematic review of a 

multitude of such analyses in the research literature. This allowed them to investigate whether teachers who 

took part in a professional development program and received individualized coaching on emergent literacy 
instructional skills demonstrated improved pedagogical practice and teacher–child interactions. In another 

example of the use of statewide data, Huang et al. (2012) looked at the effects of the Virginia Preschool Initiative 

(VPI), Virginia’s state-funded pre-K program, over time. The authors analyzed data from over 60,000 students 

from the beginning of kindergarten to the end of first grade using two-level hierarchical logistic regression 
models. Findings indicate that attending a VPI program was associated with a lower likelihood of repeating 

kindergarten and greater likelihood of meeting or exceeding minimum literacy competencies.  

Early et al. (2005) examines data on state-funded pre-K programs in 11 states by combining data from two major 

studies: The Multi-State Study of Pre-Kindergarten that included six states, and the StateWide Early Education 

Programs Study that included five states.  

Looking across states allowed this study to identify a larger pattern among state-funded pre-K programs: that 

while many of the programs met the existing professional guidelines for structural features of quality, the 

average process quality was lower than expected. 

In summary, data used in the DDDM process may be collected by the state at the program, classroom, teacher, 

or child level to work towards improving quality. Some studies, such as Le et al. (2015) require more data-
intensive analysis, which could only be achieved by gathering data at the state level. Looking at data can help 

states make informed decisions on promising practices.  

Data Driven Decision Making 

Infrastructure Indicators (state level) 

DDDM and Equity 

Indicator 9: DDDM to Improve Equity  

State teams have access to data on all populations (children, early childhood educators, and parents) 

that are part of the pre-K system. State keeps track of equity differences in quality and achievement 

across identified subgroups and takes steps to eliminate those differences by disaggregating data in 
meaningful ways, such as by race, income, language or other important traits that historically predict 

inequalities in outcome.  
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Data Driven Decision Making 

Infrastructure Indicators (state level) 

DDDM and Equity 

The state’s efforts to understand and address inequity include these five components: 

● Ongoing data collection,  

● Engaging in active discussions that surface issues of inequity for targeted populations,  

● Action planning and implementation - creating action plans and following through with 

implementation, 

● Planning to assess and refine implementation 

● Amending policies and practices that address these issues 

In line with the framework of targeted universalism (Powell et al., 2019) used to guide the development of the 

IDM, equity indicators in each Element highlight the importance of ongoing data collection, the disaggregation 
of data, and the use of data for decision making, action planning, and assessing implementation. This supports 

the five steps of targeted universalism (Powell et al., 2019), where once a universal goal is established (Step 1), 

and there is information about the performance of the general population relative to the universal goal (Step 2), 

the performance of different groups can be identified (Step 3), further analysis can be done to understand the 

structures that support or impede each group for achieving the universal goal (Step 4), and targeted strategies 

for each group can be developed and implemented to reach the universal goal (Step 5).  

The importance of disaggregation of data is also reflected in NAEYC's recommendations (NAEYC 

Recommendations for Public Policymakers #3), which emphasize the need for early learning standards to reflect 

culturally diverse settings. Only through data disaggregation can it be revealed to state decision-makers what 

the different needs and situations of different communities are in order to devise tailored interventions and 
strategies of engagement for those communities. NAEYC further recommends providing “ongoing, in-depth staff 

development on how to use standards in diverse classrooms” (NAEYC Recommendations for Public 

Policymakers #3). Such staff development could be made more equitable through the use of disaggregated data 

on PD practices and their effects in the classroom. Instead of pooling data from all communities and looking for 

the overall effect, disaggregation will allow state teams to understand that what works for one community may 
not work for another and vice versa. Similarly, NAEYC argues in favor of quality rating and improvement systems 

furthering “the principles of equity across all aspects of education, including curriculum, instruction, full 

inclusion, family engagement, program design, and delivery” (NAEYC Recommendations for Public 

Policymakers #3). All of these aspects would likewise benefit from monitoring progress community by 

community through the use of disaggregated data and design of intervention with focus on the needs of specific 

communities. 

There are numerous ways states can implement efforts to understand and address inequity in their early 

childhood education systems. These strategies include conducting ongoing data collection, linking data and 

disaggregating them by community, and creating and implementing action plans. To promote systemwide 
equity, states need to keep track of equity in their pre-K programs and take steps to eliminate disparities. A fine 

example of a study that could be replicated by state teams once they have the necessary DDDM infrastructure in 
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place is Bassok and Galdo (2016), which shows state pre-K programs in low-income and high-minority 

communities in Georgia having significantly lower ratings on CLASS (a widely used and validated measure of 

classroom quality, as previously described in this paper). In another study, Hatfield et al. (2015) used multiple 
statewide data sources to better understand how characteristics of communities and programs were related to 

points awarded in North Carolina’s Tiered Quality Rating and Improvement System (TQRIS). The study found 

inequities in the availability of highest-quality programs based on differences in community context, including 

socioeconomic differences among communities. In their study of the Virginia Preschool Initiative programs (see 

above for more details), Huang et al. (2012) found that Hispanic, Black, and disabled children who attended VPI 
programs experienced academic benefits until the end of the first grade despite following up their pre-K 

education in elementary schools with high concentrations of poverty.  

Other research has used cross-state analysis to examine issues of equity.  For example, a study by Early et al. 

(2010) analyzed classroom observations of children in pre-K programs in 11 states. Their findings indicated that 

at the classroom-level, classes with lower percentages of Latino and African American children, and children 
from economically disadvantaged households, were generally spending more time engaged in more meaningful 

learning experiences. In another excellent example of equity-focused analysis, Valentino (2018) found notable 

gaps in quality between public pre-K programs attended by more low-income students or students of color 

compared to programs attended by higher-income and fewer students of color. Valentino (2018) ascribes these 
state-level gaps in pre-K quality to state-level residential segregation, showing that states with higher 

residential segregation have greater gaps between low income, students of color, and the non-poor, non-

minority children. Valentino (2018) points out that pre-K cannot accomplish its mission of narrowing the 

achievement gap in education and adult outcomes if it itself suffers from inequitable access.  

A 2015 report by Reid and Kagan offers another example of how data analysis may be used to reveal equity 
issues. This report discussed concerning trends in the demographic data, such as low-income children being 

more likely to attend low-quality preschool programs, and that the majority of public preschool programs are 

economically segregated, and often also segregated by race and/or ethnicity (Reid & Kagan, 2015). 

These examples show the importance of data linkages in equity work. Findings of the kind discussed above can 

immediately alert state teams to this issue. Being aware helps them focus on mapping these disparities, looking 
for their causes, reviewing the way the state has been engaging with those communities, studying any prior 

interventions in those communities, analyzing which approaches worked and which did not, and proposing new 

interventions to address the disparities.  
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Figure 6 

DDDM Inequities of Focus in the Literature 

 

 

Figure 6 provides a summary of the studies underpinning the DDDM Element regarding their focus on equity. 

The figure shows that many studies included in the scan focused on equity and multiple types of equity. Some 

studies did not contain direct links to child outcomes with an equity focus (29). Of those that did, most focused 

on economic equity (17), followed by racial (15), and geographic (11). Special needs was the category that was 

focused on by the fewest studies (5). This provides state teams a good understanding of which equity categories 
the literature focused on, and if this does not align with the states’ own equity focus, putting such issues on the 

equity research-practice partnerships (RPP) agenda of the states’ team would be warranted. 
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IV. Future Directions and Limitations 
As mentioned in the introduction, DDDM as a field of inquiry within the education sciences was born out of the 

No Child Left Behind legislation introduced in 2001 (Piety, 2019; Urban et al., 2019). The urgent need for this 

approach has been communicated top-down from the federal government (through the Department of 

Education) to the states, school districts, and schools. Early learning services, mostly operated from the 

Department of Health and Human Services, have been spared this drive for accountability by the federal 
government (even if minor pressure was applied to it via the Improving Head Start Act of 2007). As a result, as of 

this writing in 2021, the adoption of the DDDM philosophy has been lukewarm at best in the early learning 

community. Presently, it is treated as a luxury one cannot afford; however, the example of K-12 shows that if the 

field continues to treat it that way, DDDM will end up being imposed upon it by the federal government. 

Moreover, it will come in the spirit of accountability rather than the spirit of improvement (Firestone & Gonzalez, 

2007; Urban et al., 2019).  

As a result of this slow pace of cultural change, few studies analyze the impact of DDDM on early learning, as one 

cannot study empirically what one cannot observe. The gap becomes obvious when one compares the way 

DDDM has progressed within K-12 with the progress made in the early learning space. A similarly illuminating 

comparison could be made within the academic literature on the impact of DDDM. While data is available within 
pre-K, the infrastructure and capacity to use it are very low at all levels, from teacher to state early learning 

agencies (Little et al., 2019; Loeb, 2012; Tout et al., 2015). Partnering with an RPP has been suggested as a 

solution to this problem (Coburn & Penuel, 2016; Henrick et al., 2017). As a result of this paucity of progress at 

the level of state early learning agencies, most of our evidence regarding DDDM comes from small pilot studies 

(Stein et al., 2013). We cite this evidence above even for indicators that recommend action at the state level 
because we believe that these small pilot studies have demonstrated that the benefits are tangible and that it is 

time to scale these efforts to the next level. Experts in the field agree (Tout et al., 2015).  

While data is an important source of insights, in the end, decisions are best made by melding insights originated 

from data analysis with experience of the decision-maker and local context (Loeb, 2012). There is also a 

question in the field regarding the role of equity in CQI, including unequal access to resources and support, 
determining metrics of success, establishing standards, and who is given a voice to make decisions (BUILD 

Initiative, 2017). Hence, while the field agrees that this is the way forward, given the lack of evidence, to some 

extent education agencies will have to blaze their own way forward. The IDM provides as much guidance as 

possible given the evidence available. It is up to the state teams to fill in the rest via their engagement in CQI, 

because CQI is about learning to learn (Bryk et al., 2015). 
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Appendix B 
Overview of Improvement and Implementation Science 

Pre-K: Pilots to scale-ups (implementation science with application to pre-K) 

What are the foundations of the pre-K industry? How do we know that it works? It all started with Perry 

preschool and the Abecedarian project (Heckman, 2013). Thanks to those rigorous research studies, we have 
evidence beyond reasonable doubt that early intervention could change the lives of children and families for 

the better. Another well-known example was the Abbot preschool program (Barnett et al., 2013). Perry 

intervention ran from 1962 to 1965. Head Start was established in 1965 in the context of President Johnson’s 

War on Poverty. The amount of trust in the promise of preschool is evidenced in the fact that a formal 

evaluation of the Head Start program’s effectiveness was only commissioned in 1998, 33 years after its 
founding. The goodwill for pre-K generated by Perry and Abecedarian eventually ran out, and policymakers 

once again required evidence of effectiveness. It did not help that the Head Start Impact Study commissioned 

by Congress in 1998 showed evidence of early gains and subsequent fade-out of those gains (Garces & Currie, 

2002). The word fade-out has appeared again in scientific literature with the rigorous evaluation of the 

Tennessee Voluntary Pre-K program (VPK) (Lipsey et al., 2018). Subsequent studies partially rehabilitated VPK’s 
effectiveness for literacy achievement among children living in high-poverty neighborhoods (Pearman, 2020). 

Some researchers say fade-out is only temporary and has not prevented participating children from reaping 

gains in adulthood (Garces & Currie, 2002; Heckman, 2013).     

Still, the setback of fade-out has left some policymakers with a bitter after-taste and politicians with a healthy 

amount of skepticism. It does not help that the field has conducted very few impact evaluations that are 
methodologically sound. How is it that small pilots demonstrated unquestionable benefits, yet scale-up large 

programs failed to generate the same enthusiasm? What is the difference between Perry, VPK, and Head Start? 

Researchers suspect it has something to do with the transition from pilots to large-scale programs and fidelity 

to implementation (Fixsen et al., 2015). Thomas et al. (2018) set out to study this hypothesis. They distinguished 

among the following stages of implementation: 
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8. Pilot 

9. Efficacy research 

10. Effectiveness studies 
11. Scale-up studies 

Using the example of the pre-K mathematics program introduced in California, they have demonstrated that 

effect sizes indeed tend to fall between pilot and implementation. Effect size is a ratio of intervention’s effect 

and the standard deviation of the control group and was designed by statisticians to put studies on equal 

footing in cases they use measures with different scales (Fritz et al., 2012). Thomas et al. (2018) note that falling 

effect sizes from pilot to scale-up would then be either due to: 

1. Lower intervention effect 

2. Higher standard deviation of the control group 

The former would take place if fidelity to implementation (or evaluation) was lower for some reason, while the 

latter would happen if the larger sample of children and classrooms was more heterogeneous than the pilot 
group (for example, if it included rural, urban, and suburban programs rather than just one of those categories, 

as would be most likely the case for a pilot program). Thomas et al. (2018) then propose that the following could 

lead to falling effect sizes (either because of increasing heterogeneity or decreasing effect of the intervention): 

1. Number and heterogeneity of study sites goes up. 
2. Number and heterogeneity of participants (children) goes up. 

3. Quality of program delivery goes down. 

4. Quality of program content goes down. 

5. The quality of the control group’s education goes up (if the intervention has become well-known, it is 

possible that other programs are implementing some features even without being prodded to do so). 
6. Quality of measurement goes down (introducing more noise and hence increasing standard deviation 

in the control group). 

7. Quality of assessment goes down (because the assessment tool does not capture the dimensions of 

education that the intervention is targeting). 

8. Retention of children participants may become harder in the scale-up evaluation. 
9. Study rigor may fall in the scale-up. 

Thomas et al. (2018) point out that the whole idea of a scale-up is to spend less money per child on the 

intervention compared to the pilot. So, the failed effectiveness of scale-up may be due to money being cut in 

places that are crucial to the intervention’s effectiveness. To escape the trap of implementation gap, we need 

the following: 

1. A tool that can help keep track of all the aspects of successful preschool implementation (IDM). 

2. The ability to learn from mistakes and to take action in such a way that if success is not achieved, 

learning can be obtained as a silver lining. This is the subject of the next section, and the IDM CQI 

Element helps state early education agencies chart the way forward to acquire this ability. 

Improvement Science 

Bryk et al. (2015) provide an anatomy of an educational reform failure. Their insight is that the reform process 

usually proceeds in the following steps: 
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1. Observe 

2. Make a hypothesis 

3. Do a pilot 
4. Scale up 

5. Question the mounting evidence of failure 

6. Admit failure and find a scapegoat 

7. Make a new hypothesis 

We will call the above “the impatient approach.” Both proponents of the improvement science approach (Bryk 
et al., 2015) and the implementation science approach (Fixsen et al., 2015) argue that the following process 

would be a much better use of everyone’s time and resources: 

1. Observe 

2. Make a hypothesis 

3. Test 
4. Reject the hypothesis 

5. Form a new hypothesis  

The reason why the former approach rather than the latter is often employed is, of course, because 

policymakers and the public are acting like children and do not pass the marshmallow test (Mischel, 2014). The 
marshmallow test offers the child a choice between having one marshmallow right away or two marshmallows 

one hour from now. Children who are patient enough to wait one hour to get two marshmallows grow into more 

successful adults than children who opt for one marshmallow right away (Mischel, 2014). 

It turns out that policymakers who cannot pass the marshmallow test lead us often to failure when it comes to 

education reform or reform of any kind (Bryk et al., 2015; Zamarro et al., 2015). This is not the case only in 
education but also in health care (Kenney, 2005) or the area of providing economic aid to less developed 

countries (Easterly, 2017; Moyo, 2009). The latter approach takes more time and resources in the planning stage 

and delivers results. The former approach takes less time and resources in the planning stage and delivers a 

failure. 

The government and private foundations often justify the impatience by referring to the private sector. But the 
private sector has the benefit of competition and bankruptcy, the survival of the fittest process that selects for 

the best implementers. The best companies are often not those that have the process but the companies that 

offer the right product under the right circumstances, and this often happens by accident rather than by 

deliberate design. Since the public sector doesn’t have a bankruptcy process or competition to aid them (and 

neither have the private foundations), they need to plan better than commercial organizations. While the 
private sector rides the wave of “move quickly and break things,” the public sector doesn’t have this luxury. If a 

private company comes up with a terrible product, it simply goes under and the founders create a new 

company. A government entity does not have the same opportunities for reinventing themselves. Then they 

need to plan better and fail less or at a smaller scale or incorporate failure more explicitly into their production 

process. They need to test their products more thoroughly prior to rollout or implementation. This is decidedly 

not the case either in K-12 or in pre-K (Little et al., 2019).  
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Using the IDM in Line with the “patient Approach” 

Observe 

Step 1 in the patient approach is to observe. This could involve a literature review of existing research or a 

survey of best practices by practitioners in the field or policymakers with executive experience. This is what the 

Gates Foundation has done in coming up with the 15 Essential Elements. This is also what drives the entire IDM 
process, the careful collection of existing evidence and categorizing into the main aspects of pre-K provision. 

Every single indicator on the IDM is backed up by evidence either in the form of research journal articles or 

recommendations by experienced policymakers. 

Make a hypothesis 

The whole IDM is a hypothesis, as well as every single indicator, and this is how it should be used in the field. As 

Bryk et al. (2015) observe, the field of education needs much more research and the field of pre-K as well. Every 

single indicator on the IDM is a hypothesis about how progression of improvement takes place. Bryk et al. (2015) 
advocate the use of Network Improvement Communities to “learn to improve.” What this means in practice 

with the IDM is that ideally every single state would have their own research partners that would help verify the 

efficacy of every single IDM indicator and its impact on child outcomes in a given state under given local 

circumstances. This would be done through rigorous methodological procedures that involve experimental or 

quasi-experimental methods. IDM represents all we know as yet about pre-K; however, it is not the final word on 
the subject, since the research in early education is ongoing. Every state needs to take this and “run with it,” 

continue the research, and continue to refine what the IDM has to say. Let us take for example Indicator 4 on 

High-Quality Teaching. The four steps and their definition imply that equal improvement is achieved with each 

step. This is our best opinion based on the literature and opinion of experts. However, this needs not to be the 

case in every single state and in every single setting. States are encouraged to follow the implied 
recommendations of the IDM in practice while simultaneously researching them and refining them. Some states 

may, for example, find that a cut-off of 5.5 on the CLASS emotional support rubric separates two meaningful 

levels of quality rather than 5.0. This implies a need for massive increase in research funding and if need be, for 

states to cooperate to lower this research burden. This is why Bryk et al. (2015) encourage the creation of 

network improvement communities.  

Test 

Once a hypothesis is formed, it is time to test. The best approach to testing a hypothesis is conducting an 
experiment. There are ethical considerations to be kept in mind when conducting an experiment; however, the 

health care field is conducting them very often, and they manage to navigate the ethical quandary. When 

experiments are not possible, quasi-experimental approaches are the next best thing. A well-designed 

experiment may tell us not only whether some approach or idea works, but also why or why not. As is often the 

case, the devil is in the details—the implementation is as important as the idea. In the same way that sometimes 
good ideas for education reform die because of poor execution, sometimes experiments are seen as not useful 

because they are not designed or executed well. A well-designed experiment can incorporate specific context as 

well as general hypotheses (Hedges, 2018; Zhang, 2014). 

To continue with the example above, the IDM tells us that CLASS Emotional Support of 5 is an important cut-off, 

generally speaking. Is that the case for family child care, center-based child care, etc., or just some of them? 
How is this all related to structural aspects of pre-K experience? The classroom size? Is this the case for 
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language and ethnic minorities? None of these questions have been asked in the literature. They need to be 

asked and researched, and if the academic community fails to take them up, it is up to the state agencies to do 

so, for the sake of the children in their own states. While a cut-off of 5 is our best guess as of right now for all 
groups that the state can put into practice immediately, a state would be wise to continue to research the 

impact on various subgroups and flesh out this kernel of knowledge in more detail. This can be done using 

experiments or quasi-experimental approaches.  

Another example of an experiment in the education setting is Fryer et al. (2015), who paid students to improve 

their grades. The students did not improve and the idea failed, but at least money was not wasted in statewide 
implementation of such policy. Unfortunately, this particular study did not explore the reason for such failure, 

but a follow-up study would have been able to do so (one may suspect crowding out of intrinsic motivation as 

we indicated in the introduction). This would be in line with the approach of reject-propose a new hypothesis. 

But as Bryk et al. (2015) point out, often academics are not incentivized to conduct such iterative continuous 

quality improvement types of research. Follow-ups after a failed finding are rare in academia.  

Reject the hypothesis 

Once a rigorous research study is done on a reform idea under consideration and the data is collected and 
analyzed, we obtain a conclusion regarding whether the idea works and under what conditions. We may learn 

that CLASS ES of 5.0 is a valid threshold for Spanish-speaking children but not for rural children, etc. This 

prevents the policymaker from frivolously introducing a uniform rule when specific rules are called for. All these 

are called moderator variables, and often policy failures are made because moderator variables fail to be 

considered. It may so happen that an idea (intervention) that worked in a certain environment with a specific 
value of the moderator is scaled to a wider set of contexts with differing levels of this moderator variable. In 

such a scenario, the policy may fail as it is introduced into environments with different values of such moderator 

variables, for which efficacy has not been investigated. A well-designed research process carefully tests for 

whether a given hypothesis works for different values of such moderator variables. These moderator variables 

may include demographics, school setting, geographic context, etc. Business investors know that 90% of ideas 
fail, so oftentimes it is a matter of rejecting it as quickly as possible (after conducting the relevant research) and 

moving on to the next one. Being able to reject ideas is very important. The problem with failed educational 

reform initiatives is that often we do not even know (in terms of solid evidence) why they failed (speculation is, 

of course, always available), which prevents us from proceeding to the next logical step in the process. If we 

know why an idea failed or are confident it does not work, we can go back to the drawing board and continue to 
explore an alternative. In such a manner, instead of stumbling in the dark, we proceed according to a rational 

plan that will sooner or later yield results.   

Do not change anything unless there is an alternative with solid evidence supporting its superiority over 
status quo 

The implication of the approach we have outlined here is that no action should be taken unless this is part of 
the process outlined above. If leaders implement arbitrary reform ideas that are not sufficiently researched, 

they are running a serious risk of failure. This is a fact born out again and again, and Bryk et al. (2015) take us 

through the graveyard of well-intentioned under-planned, under-researched ideas for reform that anyone who 

is feeling lucky should read. 
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Do not equate “bad research” with “research” 

Many studies do not follow best practices in terms of methodology. Someone may conduct a study using a non-

representative sample of children (middle class for example) and then present the conclusions of the study as 

being generally applicable. This is decidedly not the case. The study only applies to children from similar 

circumstances as the children recruited for the study. We should not judge the whole field of science by a few 
bad apples; this is a human bias that we need to put some effort into avoiding (Tversky & Kahneman, 1974). 

High-quality research is the only guarantee of success of reform implementation. Research should be involved 

through implementation, in planning as well as execution. 

Start small and work your way up 

IDM, by the virtue of being divided into Elements and indicators, also supports another important notion in the 

CQI process that could be summarized as “start small and work your way up.” Complex systems are hard to 

study because they have many potentially interacting components. In their study, it’s important to have the 

ability to “hold other things constant,” tweak one component and observe an effect on the whole system. By 
making a complete survey of preexisting knowledge, the IDM allows states to put best practices into action and 

then pick one or two indicators and study the effect of tweaking them. Implementing a complex system all at 

once also creates undue burden and implementation challenges on the teachers and instructional leaders 

(Braaten et al., 2017).  
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